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Abstract In this paper, we study the anti-jamming power control problem of sec-
ondary users (SUs) in a large-scale cooperative cognitive radio network attacked by a
smart jammer with the capability to sense the ongoing transmission power. The inter-
actions between cooperative SUs and a jammer are investigated with game theory. We
derive the Stackelberg equilibrium of the anti-jamming power control game consisting
of a source node, a relay node and a jammer and compare it with the Nash equilibrium
of the game. Power control strategies with reinforcement learning methods such as
Q-learning and WoLF-PHC are proposed for SUs without knowing network parame-
ters (i.e., the channel gains and transmission costs of others and so on) to achieve the
optimal powers against jamming in this cooperative anti-jamming game. Simulation
results indicate that the proposed power control strategies can efficiently improve the
anti-jamming performance of SUs.

Keywords Cooperative cognitive radio networks · Anti-jamming · Cooperative
transmission game · Q-learning · WoLF-PHC

1 Introduction

In cognitive radio networks (CRNs), secondary users (SUs) are allowed to use the
temporarily unused licensed spectrum, while avoiding any interference on the com-
munications of primary users (PUs). However, CRNs are especially vulnerable to
jamming attacks, due to SUs’ opportunistic access and the emergence of smart jam-
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mers that can choose their jamming frequencies and signal strengths according to the
transmission strategies of SUs.

In recent years, collaborative anti-jamming techniques were proposed to exploit the
node cooperation to improve the communication efficiency against smart jammers [1].
As both jammers and SUs can choose their transmissions with autonomy, game theory
is a natural tool to analyze jamming attacks in CRNs [2–5]. Yang et al. formulated
the power control interaction between a user and a jammer that can quickly learn
the user’s power as a Stackelberg game in [2]. However, they considered an ideal
scenario by assuming that the players have full knowledge about the others’ channel
gains and strategies, which are difficult to be obtained in reality. The power allocation
between a SU and a jammer was modeled as an incomplete and imperfect information
game in [5], in which the jammer has complete information about the SU’s location,
while the SU does not have such an information of the jammer. Learning techniques
have been applied for SUs to further achieve the optimal strategy with unknown
information [6–9]. In [6], SUs apply the minimax-Q principle to decide the number
of channels for transmitting control and data messages and how to switch between
the different channels against jamming. Delayed learning with rewards determined by
state transitions rather than the states themselves was developed in [8]. In addition,
using stochastic learning, the transmission characteristic that a attacker aims to gain
the highest impact out of jamming is learned from the history of attacks in [9].

In this paper, we investigate the anti-jamming power control problem of SUs in a
large-scale cooperative cognitive radio network in the existence of a smart jammer
to extend the approach proposed in [10]. The smart jammer can quickly learn the
transmission strategies of SUs before making a jamming decision. Considering the
transmission costs, SUs have to weigh the costs and the utilities tomake decisions. The
same problem also arises for the jammer. Therefore, our goal is to derive the optimal
power control strategies for SUs in the presence of such a smart jammer. First, the
interaction between SUs and a smart jammer is formulated as a cooperative transmis-
sion game, a Stackelberg game, where the source node is the leader; the relay nodes
are the vice leaders and the jammer is the follower. Then, we analyze the optimal
strategies for both SUs and the jammer and thus derive the Stackelberg equilibrium
(SE) of the game with single relay. The Nash equilibrium (NE) scheme, in which
the three players take actions simultaneously, is also derived to compare with the SE
scheme. As shown later in the paper, the optimal power control strategies obtained
from the SE can minimize the worst-case damage caused by the jammer. Moreover,
considering the SUs without knowing the underlying game model, we introduce rein-
forcement learning methods such as Q-learning [11] and WoLF-PHC [12] for SUs to
determine their own transmission strategies in a dynamic environment. Using power
control strategies with reinforcement learning methods, the SUs can choose transmis-
sion powers based on the observation of the dynamic network environment and thus
achieve their own maximum utilities and improve the anti-jamming performance after
their learning is quite enough.

The rest of this paper is organized as follows. We briefly review related work in
Sect. 2. In Sect. 3, we describe the cooperative transmission game against jamming.
Then, the equilibrium in the cooperative transmission game is derived in Sect. 4.
Next, the anti-jamming power control strategies with Q-learning and WoLF-PHC are
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proposed in Sect. 5. In addition, simulation results are presented in Sect. 6. Finally,
Sect. 7 concludes our work.

2 Related work

Game theory has been used to solve many communication problems, such as anti-
jamming transmission [3–5,13,14], packet relaying [15] and resource allocation [16].
In [3], the jamming and anti-jamming process between a jammer and SUs has been
formulated as a zero-sum game, in which the jammer tries to find the channels of
SUs through spectrum sensing and then launches jamming attacks on these channels.
Considering the interactions between SUs and jammers, a stochastic zero-sum game
model has been introduced to study the channel selection strategies of a jammer and a
SU in [4]. The jammer can emit sufficient power over channels to deceive SUs the com-
munication channel in use. In addition, a non-zero-sum game between transmitter and
jammer has been formulated in [13], which considers the transmission cost and proves
the existence and uniqueness of the Nash equilibrium. In [14], the energy-constrained
jammer–defender interaction has been modeled as a zero-sum finite-horizon stochas-
tic game, where a jammer and a sender choose the power and channel to transmit and
whether to transmit or sleep. In this paper, we have considered a more smart jammer
that can quickly learn the transmission powers of SUs and then adjust its jamming
power to attack the SUs.

In addition, reinforcement learning algorithms have been used to legitimate users
for defending jamming attacks [17–21]. In particular, two learning schemes have been
provided in [17] for SUs to gain knowledge of jammers in the situations without
perfect knowledge and thus reduce the probability of being jammed. Reinforcement
Q-learning techniques have been applied to solve the optimal channel accessing
schemes for legitimate nodes and jammers to cope with a hostile environment in [18].
In [19], a jamming resilient control channel algorithm based on WoLF principle has
been proposed to facilitate control channel allocations. In addition, in dynamic envi-
ronments, channel selection strategies of a jammer and a SU based on reinforcement
learning have been proposed in [21].

3 Cooperative transmission game against jamming

We consider a large-scale cooperative CRN, in which R secondary relay nodes help a
secondary source node broadcast packets on a single channel to a secondary receiver,
as the size of data traffic from the secondary source node is large. However, the CRN
is attacked by a smart jammer, which can quickly learn the powers of the source node
and relay nodes before making a jamming decision. The legitimate SUs (the source
node and relay nodes) and jammer can freely control their transmission powers to
achieve their maximum utilities. In CRNs, SUs are allowed to access the channel
only when PUs are absent. Thus, at the beginning of each time slot, the source node
and relay nodes observe the presence of the PU to avoid interference to the PU. To
assist the source node efficiently, when the PU is absent, the relay nodes decide their
own transmission powers after rapidly learning the source node’s transmission power.
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Meanwhile, since the jammer is interested in jamming the SUs but not the PU, it
has to first sense the channel to determine the presence of PU. After quickly learning
the powers of the source node and relay nodes in the absence of PU, the jammer
chooses its jamming power on the channel to make the damaging effect maximized.
We assume the PU accesses the channel with a probability p in each time slot. Denote
the presence of indicator of PU as δ, which equals zero in the presence of PU and
equals one otherwise, that is,

δ =
{
0, PU exists on the channel,

1, o.w.
(1)

Obviously, Stackelberg game, which is good at dealing with a situation where
players take actions sequentially, is a really great tool to model the cooperative power
control problem in our system. Under the above analysis, we formulate the power
control problem as a Stackelberg game. We consider the source node as a leader, the
relay nodes as vice leaders and the jammer as a follower in this game. The action of
each player is its own transmission power. The powers of the source node and jammer
can be denoted by x ∈ [0,∞) and z ∈ [0,∞), respectively. In addition, let hs > 0 and
h j > 0 denote the fading channel gains of the source node and jammer, respectively.
Similarly, let yw ∈ [0,∞) and hw

r > 0 (1 ≤ w ≤ R) denote the transmission power
and channel gain of the w-th relay node, respectively. Moreover, we consider the
transmission cost of each player and let Cs > 0 and C j > 0 be the transmission costs
per unit power of the source node and jammer, respectively. The transmission costs
per unit power of the w-th relay node are denoted by Cw

r > 0 as well. The signal to
interference plus noise ratio (SINR) at the receiver is given by

SINR = hsx + ∑R
w=1 h

w
r yw

N + h j z
, (2)

where N is the noise power.
For the source node, its purpose is to achieve themaximumSINRwith theminimum

cost. Thus, according to Eq. (2), the utility function of the source node denoted as us
is given by

us(x, y, z) = δ
hsx + ∑R

w=1 h
w
r yw

N + h j z
− Csx . (3)

Similarly, the total utility function of the R relay nodes denoted as ur is given by

ur (x, y, z) = δ
hsx + ∑R

w=1 h
w
r yw

N + h j z
−

R∑
w=1

Cw
r yw. (4)

However, the jammer aims at jamming the legitimate SUs as soon as possible by
initiating a jamming attack. Thus, any gains of the SUs result in a corresponding loss of
the jammer. On the contrary, any costs of the SUs are the jamming gains. Accordingly,
the utility function of jammer denoted by u j is expressed as
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u j (x, y, z) = −δ
hsx + ∑R

w=1 h
w
r yw

N + h j z
+ Csx +

R∑
w=1

Cw
r yw − C j z. (5)

In summary, this cooperative anti-jamming transmission game denoted as G =〈{s, r1, r2, . . . , rR, j}, {x, y, z}, {us, ur , u j
}〉

consists of a source node as a leader, R
relay nodes as vice leaders and a jammer as a follower; the actions of these players
are their own transmission powers; the utilities of these players are shown as Eqs. (3),
(4) and (5). Each player takes its optimal transmission power to maximum its utility,
respectively. In addition, for simplicity, we assume the energy of these wireless radios
is limitless. Even so, they would not choose oversize power to emit signal, because
their utilities become reduced with the increasing of the cost to a certain degree. For
ease of reference, the usual used notations are summarized in Table 1.

4 Equilibrium in the cooperative transmission game

In this section, Stackelberg equilibrium (SE) in the cooperative transmission game is
analyzed. For simplicity, we assume that there is a relay selection algorithm for the
secondary source node to choose a best secondary relay node from the R available
secondary relay nodes, which may has the shortest path or the lowest transmission
cost and so on. Thus, there is only one relay in the cooperative transmission game.
The optimal power control strategies in the game are given by

x∗ = arg max
x≥0

us(x, y
∗, z∗) (6)

y∗ = arg max
y≥0

ur (x
∗, y, z∗) (7)

z∗ = arg max
z≥0

u j (x
∗, y∗, z). (8)

Through the above analysis, the SE in the cooperative transmission game between
the source node, relay node and jammer involves solving three optimization problems:
two from the viewpoint of SUs and another from the viewpoint of the jammer. In the
game, based on the impact on the other players by its power, the source node first
chooses the optimal transmission power to maximize its utility as Eq. (3). Then, con-
sidering the source node’s strategy and the impact on the jammer by its transmission
power, the relay node sends the message with the optimal power to achieve the maxi-
mum utility as Eq. (4). Finally, after observing the transmission powers of the source
node and relay node, the jammer emits the optimal jamming signal to get the highest
utility as Eq. (5). As a consequence, the game G reaches its Stackelberg equilibrium,
which consists of the optimal transmission powers of the three players. To derive the
SE, we first analyze the impacts of the source node’s power on the jammer and the
relay node.

4.1 Optimal power allocation of the jammer

To maximize the jammer’s utility defined by Eq. (5), the optimal jamming power of
the jammer denoted by zSE is given from the following optimization problem:
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Table 1 Summary of symbols and notations

Symbols Notations

R Number of relay nodes

p Access probability of PU

δ Presence indicator of PU

i(= s, r, j) Player i (source node, relay node or jammer)

x Transmission power of the source node

yw Transmission power of the w-th relay node

z Jamming power

Cs/j Transmission cost per unit power of the source node or jammer

Cw
r Transmission cost per unit power of the w-th relay node

hs/j Channel gain of the source node or jammer

hw
r Channel gain of the w-th relay node

N Noise power

ui Utility function of player i

(xSE, ySE, zSE) Stackelberg equilibrium strategy

(xNE, yNE, zNE) Nash equilibrium strategy

Mi Total power level number of player i

Ai Power action set of player i

k > 0 Quantitative factor of power

λ ∈ As Action of the source node

μ ∈ Ar Action of the relay node

ν ∈ A j Action of the jammer

sni State observed by player i in the n-th time slot

αi ∈ (0, 1] Learning rate of player i

βi ∈ (0, 1] Discount factor of player i

Qi
(
sni , a

)
Q-function of player i choosing power a in sni

Vi
(
sni

)
Maximum Q value of player i in the n-th time slot

εi Probability that the optimal power is not chosen by player i

πi (si , a) Probability that player i chooses power a in si
π̄i (si , a) Average probability that player i chooses power a in si

θwini ∈ [0, 1] Learning parameter of player i in WoLF-PHC when winning

θ losei ∈ [0, 1] Learning parameter of player i in WoLF-PHC when losing

Ki
(
sni

)
Occurrence count vector of state sni observed by player i

max
z≥0

u j (x, y, z) = max
z≥0

− δ
hsx + hr y

N + h j z
+ Csx + Cr y − C j z. (9)

Lemma 1 The optimal jamming power allocation of the jammer is given by:

zSE =
⎧⎨
⎩
0, δ = 0 or hsx + hr y ≤ C j N2

h j
,

1
h j

[√
h j (hs x+hr y)

C j
− N

]
, o.w.

(10)
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Proof First, we analyze the property of the utility function of the jammer u j as Eq. (5)
by differentiating it,

∂u j (x, y, z)

∂z
= δh j (hsx + hr y)

(N + h j z)2
− C j (11)

∂2u j (x, y, z)

∂z2
= −2δh j

2(hsx + hr y)

(N + h j z)3
. (12)

If δ = 0, we see that u j (x, y, z) = Csx + Cr y − C j z. u j (x, y, z) decreases with
z and thus zSE = 0.

In the absence of PU, i.e., δ = 1, by Eq. (12), u j (x, y, z) is a concave function with
respect to z. By setting Eq. (11) to 0, we can obtain z̃ = √

(hsx + hr y)/(h jC j ) −
N/h j . Thus, zSE = z̃ if z̃ > 0 (i.e, hsx + hr y > (C j N 2)/h j ). If z̃ ≤ 0, u j (x, y, z)
decreases with z for z ≥ 0, yielding zSE = 0, and thus we have Eq. (10). ��

Therefore, the optimal jamming power varies with the ongoing transmission of
SUs and the action of the PU. If the PU is present (i.e., δ = 0) or the jamming gain
is less than the jamming cost caused by the ongoing low transmission power (i.e,
hsx + hr y ≤ (C j N 2)/h j ), the optimal power of the jammer is to keep silence. In the
absence of the PU (i.e, δ = 1), if the current transmission power exceeds a certain
threshold (i.e, hsx + hr y > (C j N 2)/h j ), the optimal jamming power is to adjust the
jamming power according to the current transmission powers of SUs.

4.2 Optimal power allocation of relay

Similarly, by Eq. (4), the optimal transmission power of the relay denoted as ySE is
derived from the following optimization problem:

max
y≥0

ur (x, y) = max
y≥0

δ
hsx + hr y

N + h j zSE
− Cr y. (13)

Lemma 2 The optimal transmission power of the relay node is given by:

ySE =

⎧⎪⎪⎨
⎪⎪⎩
0, Ω1,
hrC j

4h jCr
2 − hs x

hr
, Ω2,

1
hr

(
C j N2

h j
− hsx), o.w.

(14)

where

Ω1 : δ = 0 or x ≥ max

(
C j N 2

hsh j
,

hr 2C j

4hsh jCr
2

)
or x <

C j N 2

hsh j
,
hr
N

≤ Cr ,

Ω2 : δ = 1,
C j N 2

hsh j
≤ x <

hr 2C j

4hsh jCr
2 or δ = 1, x <

C j N 2

hsh j
,
hr
N

≥ 2Cr .
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Proof According to Eq. (4), the utility function of the relay node, ur , can be written
as:

ur (x, y) =

⎧⎪⎪⎨
⎪⎪⎩

−Cr y, δ = 0,(
hr
N − Cr

)
y + hs

N x, δ = 1, y ≤ γ,√
C j
h j

(hsx + hr y) − Cr y, δ = 1, y > γ,

(15)

where γ = [(C j N 2)/h j − hsx]/hr . When δ = 0, i.e., the PU accesses the channel,
ur (x, y, z) decreases with y and we have ySE = 0. ��

If δ = 1, the property of the utility function of the relay node as Eq. (4) is analyzed
as follows. First, ur is a linear function for y ≤ γ . When δ = 1 and y > γ , we have

∂ur (x, y)

∂y
= hr

2

√
C j

h j (hsx + hr y)
− Cr (16)

∂2ur (x, y)

∂ y2
= −hr 2

4(hsx + hr y)

√
C j

h j (hsx + hr y)
. (17)

By Eq. (17), ur is a concave function for y > γ and maximized by ỹ =
(hrC j )/(4h jC2

r ) − (hsx)/hr if ỹ ≥ 0. To find the optimal y to maximize ur when
δ = 1, we consider the following two cases.

1. x ≥ (C j N 2)/(hsh j ) (i.e, γ ≤ 0): ur is only a concave function for y ≥ 0.
As ỹ ≤ 0 (i.e, x ≥ (hr 2C j )/(4hsh jCr

2)), ur decreases with y, and thus ySE = 0.
Otherwise, if ỹ > 0, ur is maximized on ỹ and we have ySE = ỹ.

2. x < (C j N 2)/(hsh j ): ur is a decreasing concave function for y > γ . As γ ≤ ỹ
(i.e, hr/Cr ≥ 2N ), ur is increasing for 0 ≤ y ≤ γ . Thus, ur (x, ỹ) is the maximum
value of ur , that is, ySE = ỹ. However, when γ > ỹ, if hr/N > Cr , ur increases
with y for 0 ≤ y ≤ γ and thus ySE = γ , but if hr/N ≤ Cr , ur decreases with y for
0 ≤ y ≤ γ , so ySE = 0. To sum up, we have Eq. (14).

The relay node’s optimal transmission power depends on the source node’s trans-
mission power, the action of the PU and its own transmission cost. It can be observed
that when the current power of the source node learned by the relay node is large
enough (i.e, x ≥ max[(C j N 2)/(hsh j ), (hr 2C j )/(4hsh jCr

2)]), the optimal trans-
mission power of the relay node is not sending any more. When the power of the
source node is low and the transmission cost of the relay node is large enough (i.e,
x < (C j N 2)/(hsh j ), hr/N ≤ Cr ), the relay is too powerless to help the source.
Otherwise, the relay node’s optimal transmission strategy is to adjust its power based
on the current transmission power of the source node. In addition, the relay node stops
transmitting in the presence of the PU (i.e., δ = 0) to avoid interfering with the PU.

4.3 Optimal power allocation of the source node

To find the source node’s optimal transmission power denoted as xSE, based on Eq. (3),
we solve the following optimization problem:
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max
x≥0

us(x) = max
x≥0

δ
hsx + hr ySE

N + h j zSE
− Csx . (18)

Lemma 3 The optimal transmission power of the source node is given by:

xSE =

⎧⎪⎪⎨
⎪⎪⎩
0, Φ,
C j N2

hsh j
, δ = 1, Cr ≥ hr

N , hs
2N ≤ Cs < hs

N ,
hsC j

4h jCs
2 , o.w.

(19)

where Φ : δ = 0 or δ = 1, Cr ≤ hr
2N , Cs

Cr
≥ hs

2hr
or δ = 1, hr

2N < Cr < hr
N ,Cs ≥

hs
4N or δ = 1, Cr ≥ hr

N , Cs ≥ hs
N .

Proof By substituting zSE and ySE into Eq. (3), the utility function of the source, us ,
is revised to:

us(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

−Csx, δ = 0,√
hs xC j
h j

− Csx, δ = 1, x ≥ max(γ1, γ2),

−Csx + C j N
h j

, δ = 1, x < γ1, Cr < hr
N < 2Cr ,(

hs
N − Cs

)
x, δ = 1, x < γ1,

hr
N ≤ Cr ,

hrC j
2h jCr

− Csx, o.w.

(20)

where γ1 = (C j N 2)/(hsh j ) and γ2 = (hr 2C j )/(4hsh jCr
2). First, if δ = 0, us

decreases with the power of the source node, x , and we have xSE = 0. Then, we
analyze the nature of us in the case δ = 1 as follows. For x < max(γ1, γ2), us is a
linear function. But when x ≥ max(γ1, γ2), we have

∂us(x)

∂x
= 1

2

√
hsC j

h j x
− Cs (21)

∂2us(x)

∂x2
= − 1

4x

√
hsC j

h j x
. (22)

and us is a concave function and maximized by x̃ = (hsC j )/(4h jCs
2). To find the

optimal x to maximize us , we consider the following three cases:
1. hr/N ≥ 2Cr (i.e, γ1 ≤ γ2): us is a decreasing linear function for 0 ≤ x ≤ γ2.

1.1) If hs/Cs ≤ hr/Cr (i.e, x̃ ≤ γ2), us decreases with x for x > γ2 and thus xSE = 0.
1.2) If hs/Cs > hr/Cr , us ismaximized by x̃ for x > γ2. we compare us(0)with us(x̃)
to find the maximum us . If us(0) ≥ us(x̃), we have xSE = 0, otherwise, xSE = x̃ .

2. Cr < hr/N < 2Cr : us decreases with x for 0 ≤ x ≤ γ1. 2.1) If hs/Cs ≤ 2N
(i.e, x̃ ≤ γ1) , us is a decreasing concave function for x > γ1 and thus xSE = 0. 2.2) If
hs/Cs > 2N , us(x̃) is the maximum value of us for x > γ1. Thus, if us(0) ≥ us(x̃),
we have xSE = 0, otherwise, xSE = x̃ .
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3. hr/N ≤ Cr : 3.1) if hs/Cs ≤ 2N (i.e, x̃ ≤ γ1), for x > γ1, us is a decreasing
concave function. In addition, if hs/Cs ≤ N , us is decreasing for 0 ≤ x ≤ γ1 and
thus xSE = 0, but if not, us decreases with x for 0 ≤ x ≤ γ1, thus xSE = γ1. 3.2) If
hs/Cs > 2N , us(x̃) is the maximum value of us for x > γ1. As hs/Cs > N , us is
increasing for 0 ≤ x ≤ γ1, thus xSE = x̃ . ��

In conclusion, the SE of the cooperative transmission gameG denoted as (xSE, ySE,
zSE) is given by Lemma 1, 2, and 3. Based on Eq. (19), the source node as the leader
chooses its transmission power in overall consideration of both the impacts on the relay
node and the jammer and the channel conditions for all of them. If the transmission
costs of the source node and relay node are both too large (i.e,Cr ≥ hr/N ,Cs ≥ hs/N )
or the transmission gain of the relay node is better than that of the source node, the
source node’s optimal strategy is stopping transmission. Otherwise, the optimal power
of the source is to adjust its power based on all channel gains and the jamming cost of
the jammer. Similarly, the source node stops sending if the PU accesses the channel
(i.e., δ = 0) to avoid interfering with the PU.

4.4 Nash equilibrium of the anti-jamming transmission game

For comparison with the SE scheme, in this section, we consider an anti-jamming
transmission game denoted as G′ = 〈{s, r, j}, {x, y, z}, {us, ur , u j

}〉
, in which all

of players take actions simultaneously. The Nash equilibrium (NE) of anti-jamming
transmission game denoted by (xNE, yNE, zNE ) is derived in this section. Different
from the smart jammer in the SE scheme with the capability to sense the ongoing
transmission power before it makes a jamming decision, the jammer in the NE does
not have this capability and it makes a jamming at the same time with the transmitters.
The NE of the transmission game is the optimal transmission power strategy of the
three nodes.

Lemma 4 The NE of the anti-jamming cooperative transmission game is given by:

(xNE, yNE, zNE) =

⎧⎪⎪⎨
⎪⎪⎩

(
hsC j

h jCs
2 , 0,

1
h j

(
hs
Cs

− N
))

, Γ1,(
0,

hrC j

h jCr
2 ,

1
h j

(
hr
Cr

− N
))

, Γ2,

(0, 0, 0), Γ3,

(23)

where Γ1 : δ = 1, Cs ≤ hs
N , Cs

Cr
≤ hs

hr
, Γ2 : δ = 1, Cr ≤ hr

N , Cs
Cr

> hs
hr

and

Γ3 : δ = 0 or δ = 1, Cs > hs
N , Cr > hr

N .

Proof First, if the PU accesses the channel (i.e., δ = 0), it is obvious that us , ur
and u j decrease with x , y and z, respectively, and thus (xNE, yNE, zNE) = (0, 0, 0).
However, when δ = 1, the derivatives of the utility function Eqs. (3), (4) and (5) are,
respectively, given by:
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∂us(x, y, z)

∂x
= hs

N + h j z
− Cs (24)

∂ur (x, y, z)

∂y
= hr

N + h j z
− Cr (25)

∂u j (x, y, z)

∂z
= h j (hsx + hr y)

(N + h j z)2
− C j . (26)

To compute the NE when δ = 1, we consider the following three cases.
1. hs/Cs ≥ N and hs/Cs ≥ hr/Cr : we set ∂us(x, y, z)/∂x = 0 and thus ẑ =

(hs/Cs − N )/h j ≥ 0 and the utility of the source node as Eq. (3) is a certain number
for any x . Let zNE = ẑ. As ∂ur (x, y, zNE)/∂y ≤ 0, ur decreases with y, and thus
yNE = 0. To make zNE = ẑ, we must have ẑ = z̃ and thus xNE = (hsC j )/(h jCs

2).
2. hr/Cr ≥ N and hr/Cr > hs/Cs : let ∂ur (x, y, z)/∂y = 0 and we have

z̄ = (hr/Cr − N )/h j ≥ 0 and ur is a certain value for any y. Set zNE = z̄. As
∂us(x, y, zNE)/∂x ≤ 0, us decreases with x , and thus xNE = 0. To make zNE = z̄,
we must have z̄ = z̃ and thus yNE = (hrC j )/(h jCr

2).
3. N > max(hs/Cs, hr/Cr ): as ∂us(x, y, z)/∂x ≤ 0, us decreases with x , and thus

xNE = 0. Similarly, we can get yNE = 0. By integrating xNE and yNE into Eq. (26),
we have ∂u j (x, y, z)/∂z < 0 and thus zNE = 0. Ultimately, we obtain Eq. (23). ��

From Eq. (23), in the anti-jamming transmission game, the SUs choose their trans-
mission powers based on their channel conditions and the action of the PU. In the
absence of the PU, if the transmission cost of the source node is small and its channel
gain is large (i.e., Cs ≤ hs/N , hs ≥ (hrCs)/Cr ), the source node’s optimal strategy
is to adjust its power based on its channel gain and the transmission cost and that
of the jammer while the optimal relay strategy is stopping transmission; otherwise,
if the transmission cost of the relay node is small and its channel gain is large (i.e.,
Cr ≤ hr/N , hr > (hsCr )/Cs), the optimal relay strategy is to adjust its power
based on its channel gain and the transmission cost and that of the jammer while the
source node’s optimal strategy is not sending anymore. In addition, if the transmission
costs of the SUs are both too large (i.e, Cs ≥ hs/N ,Cr ≥ hr/N ), the SUs’ optimal
strategies are stopping transmission. Similarly, the SUs stop sending as well if the PU
accesses the channel (i.e., δ = 0).

5 Power control with reinforcement learning against jamming

Reinforcement learning can address the problem how agents ought to take actions in
a dynamic environment so as to maximize their cumulative reward. Specially, as the
update rule of the Q-function does not require knowledge about the transition and
reward functions, Q-learning [11] is model-free algorithm in single-agent case. In
multiagent case, by combining the ”Win or Learn Fast” principle with hill-climbing
principle, WoLF-PHC [12] varies the learning rate used by the algorithm to encour-
age convergence without sacrificing rationality and thus makes agents learning and
adapting to other agents’ behaviors [22].
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Through above analysis, based on the assumption that the three nodes have the full
location knowledge of each other, the SE strategies are derived. The three nodes have
the channel gains and transmission costs of each other. However, in practice, the trans-
mission parameters (i.e., channel gain and transmission cost) of a node are usually
unknown by other nodes. Considering the above reality, we introduce reinforcement
learningmethods such as Q-learning andWoLF-PHC for the source node and the relay
node to determine their own transmission powers in a dynamic environment without
knowing the underlying game model. In addition, the worst-case damage caused by
the jammer is considered, where the smart jammer has the full knowledge about the
two SUs.

We first define three important components for the three players. Let i = s, r and
j denote the source node, the relay node and the jammer, respectively. We assume
that the transmission power of player i can be chosen from Mi levels. To simplify the
calculation, the power action set of player i is denoted by Ai = [Pm]1×Mi /k where
k > 0 is the quantitative factor of power. Let λ ∈ As , μ ∈ Ar , ν ∈ A j denote the
transmission power actions taken by the source node, the relay node and the jammer,
respectively. Meanwhile, the state observed by player i is denoted by si .

In each time slot, the source node, the relay node and the jammer take actions
sequentially. At the beginning of the n-th time slot, the source node first sends packets
and the decision making of its power λn is based on the transmission state in the
previous time slot, i.e., sns = (δn, μn−1, νn−1), where δn indicates whether the PU
exists on the channel in the n-th time slot. Similarly, after observing the transmission
power of the source node, the relay node decides its transmission power μn based on
the state snr = (δn, λn, νn−1). Finally, based on the observed state snj = (δn, λn, μn),
the jammer chooses its optimal power νn given by Eq. (9). At the end of the n-th time
slot, player i can acquire an immediate payoff uni (i.e., the utility value of player i) as
shown Eqs. (3), (4) and (5).

5.1 Anti-jamming relay strategy with Q-learning

As a well-known reinforcement learning method based on dynamic programming,
Q-learning [11] enables agents to learn how to act optimally in a dynamic environment.
The anti-jamming power control strategy based on Q-learning for the relay node is
showed as follows. Let αr ∈ (0, 1] denote the learning rate of the relay node and
βr ∈ [0, 1] denote the discount factor of the relay node. The Q-function of the relay
node with the transmission power μ in the state sr is denoted by Qr (sr , μ). We adopt
the update rule of the Q-function in the n-th time slot as follows,

Qr
(
snr , μn

) ← (1 − αr ) Qr
(
snr , μn

) + αr

[
unr + βr Vr

(
sn+1
r

)]
(27)

Vr
(
snr

) ← max
μ∈Ar

Qr
(
snr , μ

)
, (28)

where Vr (sr ) denotes the maximum Q value of the relay node in the state sr .
In the power control strategy based on Q-learning, the relay node is assumed to use

ε-greedy policy to choose its transmission power, where the power with the maximum
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Q value in the state sr is chosen with a high probability 1 − εr while other power
is taken with an equal low probability εr/(Mr − 1). Thus, the probability of power
action a taken by the relay node is given by,

Pr (μ = a) =
{
1 − εr , a = μ∗,

εr
Mr−1 , o.w.

(29)

where
μ∗ = arg max

μ∈Ar
Qr (sr , μ), (30)

which is the optimal transmission power of the relay node in the state sr . The power
control strategy of the relay node with Q-learning is shown in detail as Algorithm 1.

Algorithm 1. Power control strategy of the relay node with Q-learning

Set αr, βr, sr, Ar.
Initialization: Qr(sr, μ) = 0, Vr(sr) = 0, ∀sr, μ ∈ Ar.
Repeat (for each episode)

For n = 1, 2, 3, ...
Observe the current state sn

r .
Select power μn at random with the probability by Eq. (29).
Observe the next state sn+1

r and immediate payoff un
r .

Update Qr (sn
r , μn) by Eq. (27).

Update Vr (sn
r ) by Eq. (28).

End for
End repeat

5.2 Anti-jamming power control strategy with WoLF-PHC

In a multiagent dynamic environment, WoLF-PHC algorithm as an extension of
Q-learning algorithm enables players to learn a moving target, which caused by the
fact that the optimal policy of an agent at all time depends on the strategies of the
other agents [12]. Thus, we apply the WoLF-PHC algorithm for the source node and
relay node to learn their own transmission strategies in a dynamic environment. The
anti-jamming learning algorithm based on WoLF-PHC combines the “Win or Learn
Fast” principle with hill-climbing principle and thus increases the probability that a
player selects the action with the highest Q value.

The anti-jamming relay power control strategy based on WoLF-PHC is described
as follows. In the learning algorithm, the updating rule of the Q-function is the same as
that in the Q-learning algorithm, i.e., Eqs. (27) and (28). The relay node is assumed to
choose its transmission power following a transmission policy πr : sr → Pr (Ar )map-
ping from the state space to distributions on action which can maximize the expected
sum of the discounted reward. Let πr (sr , μ) ∈ πr denote the probability that the
relay node chooses the transmission power μ in the state sr . To update the trans-
mission policy πr for the relay node, the learning algorithm requires two learning
parameters, θwinr and θ loser , where θwinr , θ loser ∈ [0, 1] and θwinr < θ loser . By com-
paring whether the expected Q value of the current transmission policy is greater
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than the expected Q value of the current average transmission policy denoted by
π̄r , the relay node is estimated to be winning or losing. If the expected Q value
of πr is higher, the player is winning and thus θwinr is used to update the transmis-
sion policy, otherwise, θ loser is used. In the learning process, the occurrence count
vector of states observed by the relay node denoted by Kr is recorded and updated
by

Kr
(
snr

) ← Kr
(
snr

) + 1. (31)

Next, the estimated average transmission policy of the relay node, π̄r , is updated
by

π̄r
(
snr , μ

) ← π̄r
(
snr , μ

) + πr
(
snr , μ

) − π̄r
(
snr , μ

)
Kr

(
snr

) , ∀μ ∈ Ar . (32)

The relay node in the learning process is assumed to use WoLF-PHC policy to
choose its transmission power, where the probability that the relay node chooses the
power action with the maximum Q value in a state snr is gradually increased while the
probability that the relay node chooses the other actions is gradually decreased. Thus,
the updated rule of the transmission policy of the relay node is given by

πr
(
snr , μ

) ← πr
(
snr , μ

) + Δsnr ,μ, ∀μ ∈ Ar , (33)

where

Δsnr ,μ =

⎧⎪⎨
⎪⎩

−min
(
πr

(
snr , μ

)
, θr
Mr−1

)
, if μ = arg max

μ′∈Ar

Qr
(
snr , μ

′),∑
μ′ =μ

min
(
πr

(
snr , μ

′) , θr
Mr−1

)
, o.w.

(34)

Notice that, the relay node chooses its learning parameter θr from parameters θwinr and
θ loser , based on the result whether the current expected Q value of πr is higher than
the current expected Q value of π̄r , that is,

θr =
{

θwinr , Π,

θ loser , o.w.
(35)

where Π : ∑
μ∈Ar

πr
(
snr , μ

)
Qr

(
snr , μ

)
>

∑
μ∈Ar

π̄r
(
snr , μ

)
Qr

(
snr , μ

)
.

The power control strategy of the relay node with WoLF-PHC is shown in detail as
Algorithm 2. Similarly, the power control strategy of the source node withWoLF-PHC
can be presented as Algorithm 3.
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Algorithm 2. Power control strategy of the relay node with WoLF-PHC

Set αr, βr, sr, Ar, θwin
r , θlose

r .
Initialization: Qr(sr, μ) = 0, Vr(sr) = 0, πr (sr, μ) = 1/Mr, Kr (sr) = 0, ∀sr, μ ∈ Ar.
Repeat (for each episode)

For n = 1, 2, 3, ...
Observe the current state sn

r .
Select power μn at random with the probability policy πr (sn

r , μ).
Observe the next state sn+1

r and immediate payoff un
r .

Update Qr (sn
r , μn) by Eq. (27).

Update Vr (sn
r ) by Eq. (28).

Update Kr (sn
r ), by Eq. (31).

Update π̄r (sn
r , μ), by Eq. (32).

Update πr (sn
r , μ), by Eq. (33).

End for
End repeat

Algorithm 3. Power control strategy of the source node with WoLF-PHC

Set αs, βs, ss, As, θwin
s , θlose

s .
Initialization: Qs(ss, λ) = 0, Vs(ss) = 0, πs (ss, λ) = 1/Ms, Ks (ss) = 0, ∀ss, λ ∈ As.
Repeat (for each episode)

For n = 1, 2, 3, ...
Observe the current state sn

s .
Select power λn at random with the probability policy πn

s (sn
s , λ).

Observe the next state sn+1
s and immediate payoff un

s .
Update Qs (sn

s , λn) and Vs (sn
s ) :

Qs (sn
s , λn) ← (1 − αs) Qs (sn

s , λn) + αs

[
un

s + βsVs

(
sn+1
s

)]
;

Vs (sn
s ) ← max

m∈As

Qs (sn
s , m).

Update π̄s (sn
s , λ) and πs (sn

s , λ):
Ks (sn

s ) ← Ks (sn
s ) + 1;

π̄s (sn
s , λ) ← π̄s (sn

s , λ) +
πs(sns ,λ)−π̄s(sns ,λ)

Ks(sns ) , ∀λ ∈ As;

πs (sn
s , λ) ← πs (sn

s , λ) + Δsns ,λ, ∀λ ∈ As.
End for

End repeat

6 Simulation results

In this section, we first show some simulation results to evaluate the system per-
formance of the proposed SE strategy in the anti-jamming cooperative transmission
game. In addition, by performing simulations in different dynamic environments with-
out knowing the underlying game model, we evaluate the anti-jamming performance
of the proposed power control with reinforcement learning methods against a smart
jammer which can sense the power of SUs in advance.

6.1 SE scheme’s performance

Some simulations are performed to evaluate the performance of the proposed SE
strategy in the anti-jamming cooperative transmission game. The utilities of all players,
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us , ur and u j given by Eqs. (3), (4) and (5), are presented. In addition, the SINR of the
SE strategy showed by Eq. (2) is also computed. In these simulations, we assume the
transmission cost per unit power of player i , Ci = 1 and the noise power, N = 0.2. In
addition, the PU is assumed to be absent (i.e., its access probability p = 0) to present
the anti-jamming performance of the SUs adequately.

Figure 1 indicates the impacts of the fading channel gain of the jammer h j on the
utilities of all players with the proposed SE strategy compared with the NE strategy
with hs = 0.5 and hr = 0.5. The utilities of the source and relay node decrease with
h j , while the utility of the jammer as Eq. (3) increases with h j . The reason is that the
higher value of h j indicates the better channel condition for the jammer. Note that,
from Eqs. (23) and (3), the utility of the source node with the NE strategy is 0 as shown
in Fig. 1, if the transmission cost of the source node is small and its channel gain is
large (i.e., Cs ≤ hs/N , hs ≥ (hrCs)/Cr ). In addition, the jammer’s utility as Eq. (5)
in the SE strategy is higher than the NE strategy, because the jammer can rapidly
learn the ongoing power before making a decision in the SE strategy, which is much
smarter than the jammer in the NE strategy. A smart jammer with the capability to
sense the ongoing transmission power before making a jamming decision can destroy
a cooperative CRN more seriously than a common jammer without such a sensing
capability. For example, when the fading channel gains of the source and relay nodes
are both 0.5 and the jammer’s channel gain is 0.1, the total utility of the source and
relay nodes in NE strategy is 5, while the total utility in SE strategy is only 3.75.

As shown in Fig. 2, the SINRs in the SE and NE strategies decrease with the
fading channel gain of the jammer, h j , due to the jammer is more damaging when h j

increases. As mentioned before, the jammer in the SE strategy is more intelligent than
that in the NE strategy. Consequently, the SINR achieved by the SE strategy is less
than that achieved by the NE strategy. In addition, for a fixed hs and h j , for example
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Fig. 1 The utilities of all players vs. the fading channel gain of the jammer, h j , in a cooperative CRN with
Cs = Cr = C j = 1, hs = 0.5, hr = 0.5 and N = 0.2
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Fig. 2 The SINR vs. the fading channel gain of the jammer, h j , in a cooperative CRN with Cs = Cr =
C j = 1 and N = 0.2

hs = 0.6 and h j = 0.1, the SINR increases from 3 to 3.5 in the SE strategy while
increases from 6 to 7 in the NE strategy when the fading channel gain of the relay
node hr increases from 0.2 to 0.7. Similarly, if hr and h j are fixed, the SINR also
increases with hs . This is because the increases of hs and hr indicate a better channel
condition for the source and relay node, respectively, which directly results in a higher
transmission power received by the receiver.

6.2 Anti-jamming power control learning simulation results

We consider both the scenario with the relay node using power control strategy based
on Q-learning and the scenario with the source and relay node using power control
strategies based on WoLF-PHC. In the simulations, for simplicity, we set the power
action sets of the three nodes, As = Ar = A j = (0, 1, . . . , 6), the quantitative factor
of power k = 1 and the PU’s access probability p = 0. The maximum episode
numbers in the learning based on both Q-learning andWoLF-PHC are 1000 to ensure
the agent can learn an optimal action. The learning rate of the source node αs = 0.7
which indicates how far the current estimate value of Q is adjusted toward the update
target value of Q. In addition, the discount factor of the source βs = 0.8 that indicates
the increasing uncertainty about rewards that will be received in the future. Similarly,
the learning rate of the relay node αr = 0.7 and the discount factor of the relay node
βr = 0.8.

First, we assume the relay node without full knowledge about the dynamic envi-
ronment, such as the channel gains and transmission costs of the other nodes, while
the source node and jammer have these knowledge. To achieve its optimal utility as
Eq. (4), the relay node adopts power control strategy based on Q-learning with the
probability that the optimal power is not chosen by the relay node εr = 0.1 to ensure
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Fig. 3 Anti-jamming performance of a cooperative CRN, where the relay node chooses its transmission
power based on Q-learning and Cs = Cr = 0.5, hs = 0.7, N = 0.6, C j = 1 and h j = 0.3. a Utility of
the relay node. b SINR

that the relay node can try all actions in all states repeatedly. Based on the transmission
powers of others in the previous time slot, the source node and the jammer choose their
optimal powers of optimization problems as Eqs. (9) and (18), respectively. The utility
of the relay node and SINR received by the receiver with the learning time are shown
in Fig. 3. Note that, as the relay node is gradually aware of the dynamic environment
with the learning time increasing, the utility of the relay node increases as shown in
Fig. 3a. In addition, the utility of the relay node increases with the relay channel gain
hr . Meanwhile, it is also shown in Fig. 3b that the SINR increases with the learning
time passed, which indicates a well anti-jamming performance. This reason is that the
relay node chooses a more proper power after has a well knowledge about the envi-
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Fig. 4 Anti-jamming
performance of a cooperative
CRN, where both the source
node and relay choose their
transmission powers with
WoLF-PHC, with
Cs = Cr = 0.5, hs = hr = 0.9,
N = 1.5 and C j = 1.5. a Utility
of the source node. b Utility of
the relay node. c SINR
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ronment. The SINR is also increasing with the relay channel gain hr , which directly
results in a higher transmission power received by the receiver.

Next, we evaluate the anti-jamming performance in the scenario that the source
node and the relay node perform their own power control strategies based on WoLF-
PHC, against the smart jammer with full knowledge about the dynamic environment.
The source node and the relay node set learning parameters θwins = 0.01, θ loses = 0.02,
θwinr = 0.05 and θ loser = 0.1, which indicate that the agents should escape fast
from losing situations, while adapting cautiously when it is winning, to encourage
convergence. Similarly as Fig. 3, the jammer chooses its optimal power of optimization
problem as Eq. (9) based on the transmission powers of the SUs in the previous time
slot. As shown in Fig. 4, the utilities of the source and relay nodes and the SINR
increasewith the learning time. The reason is that the source and relay nodes can utilize
better strategies to achieve higher SINRs and utilities over time, as they obtain more
information about the radio networks via the previous learning process. In addition,
the utilities of the source and relay nodes and the SINR deteriorate with the increase
of the jamming channel gain h j , which directly strengthens the jamming quality. In
summary, the power control strategies based on WoLF-PHC can efficiently improve
the anti-jamming performance of SUs. For example, when the channel gain of the
smart jammer is 0.5, the SINR increases from about 3.5 to 5.2 as shown in Fig. 4c.

7 Conclusion

In this paper, we have investigated the cooperative power control problem of SUs in
a large-scale cooperative CRN, where relay nodes help the source counteract a smart
jammer. The power interaction among two SUs and a jammer is formulated as an anti-
jamming transmission game. The Stackelberg equilibrium of the game with a relay
has been presented and compared with the Nash equilibrium. Reinforcement learning
can be applied by SUs to determine their transmission powers against a jammer in a
dynamic environmentwithout knowing the underlying gamemodel. Simulation results
have verified that the proposed power control strategies can efficiently improve the
anti-jamming performance. For example, if both the source node and relay choose their
power with WoLF-PHC against a smart jammer on one channel, the SINR increases
from about 3.5 to 5.2.
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